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What is ‘true’ about 
the ‘ground truth’?
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Semantic segmentation models play an important role in  
medical imaging applications.
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Standard Model

e.g. – segmenting lung nodules. Irregularly shaped or oversized nodules 
are a strong indicator for lung cancer.



Medical segmentation often features structural uncertainty.
Medical experts often substantively disagree on imaging judgements.
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How to account for 
structural uncertainty 

in segmentation?
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Existing uncertainty work is model-centric, producing 
‘uncertainty of uncertainty’ (not designed for humans)
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● Proposes modifications to the model
● Still training on standard maps
● Dominant paradigm in field
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Candidate Generation: infinite generation of possible segmentations



Existing uncertainty work is model-centric, producing 
‘uncertainty of uncertainty’ (not designed for humans)

8Kohl, “A Probabilistic U-Net for Segmentation 
of Ambiguous Images”

Candidate Generation: infinite generation of possible segmentations
● Contingent on sampling strategy?
● What does variation mean?
● How many candidates should I consider?
● How do I make a judgement?
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Continuous Maps: force non-discrete output



Existing uncertainty work is model-centric, producing 
‘uncertainty of uncertainty’ (not designed for humans)

10Kohl, “A Probabilistic U-Net for Segmentation 
of Ambiguous Images”

Continuous Maps: force non-discrete output
● What do particular values mean?
● Is the model bad or is the data hard?
● What thresholds do I use?
● How do I make a judgement?



Model-centric 
approaches disconnect 

uncertainty from 
human judgement.
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We need to represent uncertainty explicitly with a 
data-centric approach. Introducing Confidence Contours
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Step 1

Draw min

Step 2

Draw max



Training models on Confidence Contours requires no 
architectural modifications, unlike other methods
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Standard ModelStandard

Model-Centric

Standard ModelData-Centric

Modified Model

Training Prediction
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Confidence Contours recenters the humans at both sides of 
the uncertainty modeling pipeline
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Standard ModelHuman 
Annotators

Human 
Interpreters

Annotation Training Prediction



Human annotators directly mark uncertainty in the image 
with minimally more effort
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Models are simply trained by predicting two rather than one 
segmentation maps; no bells & whistles needed
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All uncertainty information directly corresponds to human 
annotations. No black-box uncertainty inferences!
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What we designate the 
‘ground truth’ shapes 
downstream tasks and can 
be strategically designed
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Massive thanks🙏
Jim Chen and Amy Zhang  



Thank you!



User Study
● Recruited 45 students to annotate 600 images across 2 datasets

○ LIDC: Lung Image Dataset Consortium (Pulmonary Nodule Segmentation)
○ FoggyBlob: synthetic dataset simulating structural uncertainty

● Each image annotated with 3 standard and 3 Confidence Contours
● Two groups to counteract learning bias
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One CC can represent multiple standard annotations
● Significant reductions in underflow and overflow
● Significant reductions in disagreement between annotations
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Original image Composited 

standard
Single CC



Annotators find CCs more demanding, but not by much
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CC annotations give positive information to more pixels, 
‘expanding the ground truth’
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Red: max
Blue: min
White: standard



Designing uncertainty representations with humans in mind
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Model Uncertainty 
Representation Human

Uncertainty representations 
should clearly correspond to 

interactions between the model 
and the data

Data

The correspondence should be 
clear to the human.


