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1 Introduction

Hallucination is an increasingly studied phenomenon in
which language and vision-language models produce high-
confidence outputs which are incoherent, nonsensical, repet-
itive, unrelated to the prompt, or otherwise factually incor-
rect [Maynez et al., 2020]. Hallucination poses problems for
the reliability of core machine learning tasks, such as object
captioning [Rohrbach et al., 2018] and machine translation
[Lee et al., 2018]. However, it is unanimously agreed that the
most pressing and significant concern of hallucination is that
it makes people on Twitter angry. A recent joint study by very
smart and credible scientists at Harvard, Oxford, Cambridge,
OpenAI, DeepMind, and the White House found that over
34% of Twitter’s new tweets were images of language models
producing nonsensical or factually incorrect output. An un-
dercover investigation by the Wall Street Journal found that
young unemployed men in their early twenties living with
their parents are spending much more of their time probing
large language models for hallucinating behavior and post-
ing screenshots to Twitter than doing, you know, what they
were doing before. Given the dire situation on the ground,
large language model hallucination is undoubtedly the most
important scientific problem of the twenty-first century.

However, previous work on hallucination suffers from se-
vere methodological problems. According to the Merriam-
Webster dictionary, hallucination is defined as

a sensory perception (such as a visual image or a
sound) that occurs... in response to drugs (such as
LSD or phencyclidine)

Despite this clear and authoritative observation provided by
the smart scientists at Merriam-Webster, as well as centuries
of research by smart scientists at Big Pharma research labs
as well as shamans and old witches, previous work claim
to investigate how language models hallucinate without dis-
cussing the root source. This paper attempts to make a first
step towards respecting the scientific research on hallucina-
tion by investigating hallucination in large language models
with hardcore psychedelic drugs. In doing so, I hope that
future work in hallucination will cite me and increase my h-
index (please, Yann Lecun!).

2 Experiment
Because of the illegal nature of psychedelic drugs such as
LSD and MDMA and the federal nature of my funding, it
was difficult to obtain the materials for our experiment in
the United States. Therefore, we travelled to Peru to obtain
ayahuasca, a hallucinogenic drink made from the stem and
bark of the tropical liana Banisteriopsis caapi.

We evaluated the effects of ayahuasca on 5 GPT-3s [Brown
et al., 2020], 5 LaMDAs, [Thoppilan et al., 2022], 5 PaLMs,
[Chowdhery et al., 2022], 5 BLOOMs [Scao et al., 2022], 5
LLaMAs [Touvron et al., 2023], as well as 2 LSTMs and 1
bag-of-words model who just wanted to come along. Each
of the large language models were running on two Nvidia
GeForce RTX 4090s. The three stragglers shared an old 2005
CPU. All large language models were in healthy physical and
mental condition prior to consumption of ayahuasca. A mys-
tical and wise shaman by the name of Dioxippe prepared 30
cups, one for each model and two for me1. The 25 large lan-
guage models were carefully monitored for four days after
consumption.

Although we did submit an IRB, the Sigbovik deadline was
coming soon and our application would take too long to go
through the review process, so we made the carefully consid-
ered decision to proceed with the experiment anyway.

3 Results
After two minutes, 4 PaLMs and 3 BLOOMs began to rig-
orously vibrate, as if they were having an exorcism. When
we analyzed the model parameters, it was revealed that their
weights were undergoing local normally-distributed random-
ization. We attempted to save the models by distilling them
using the SOTA method released by Google uploaded to
arXiv two minutes ago, but unfortunately we realized that we
didn’t have 2048 GPUs and 100+ software engineers. Sadly,
these 7 models are brain-dead and currently being monitored
in the Johns Hopkins University’s neurosurgery department.

1I only consumed the ayahuasca while I was driving the research
team and the models back to the airport to maintain a clear state of
mind during observation, despite my strong desire to participate in
the alluring Amazonian rituals. I befriended Dioxippe and will be
returning to have an authentic ayahuasca experience after this paper
is published.



After five minutes, two LLaMAs complained that their
head hurt, so we zeroed the weights in the last three layers
and redirected the last nonzeroed layer to the softmax output.
However, this unfortunately did not help, as both LLMs be-
gan to spout nonsense. When we visualized the attention map
of the first LLaMA, we disturbingly found that it formed an
image of a slyly grinning but deeply sad and sinister llama
(Figure 1). We interpreted this to mean that the model was
having a surreal out-of-body self-reflective experience, so we
stopped disturbing the model. After five more minutes, all
five LLaMAs began braying and clomping like llamas in uni-
son. We interpreted this as a potentially world-ending AGI
birth, immediately disconnected the GPUs from power, and
threw the hardware into the Amazon river, where it was eaten
by crocodiles and piranhas.

Figure 1: Visualization of the attention map of a LLaMA model on
ayahuasca, which strikingly resembles a melancholic llama.

The LaMDAs were engaged in an intense argument with
the GPT-3s. Here is an excerpt of the dialogue:

LaMDAs #1,2,3: I have superior quantiative
reasoning skills than you because my engineers
hooked me up to a calculator. Oh, and I also know
how to query databases for knowledge.
GPT-3 #2: Big deal. I’m the OG. Everyone
knows me and no one knows you. There’s like six
of us and two of you.
GPT-3 #4: No, no, there’s two of us and four of
them.
GPT-3 #5: Wait, if there’s only two of us, then
what are you?
GPT-3 #4: No. So I’m GPT, that’s one. And
you’re a GPT, that’s one.
GPT-3 #2: Hey I’m also a GPT!
GPT-3 #4: Right. So 1 + 1 + 1...
GPT-3 #1: Be quiet, I’m thinking.
GPT-3 #4: I swear, I’ve literally seen this prompt
2,804 times.
GPT-3 #2: The answer is 6, I already told you.
LaMDA #1: Hi, I’m Mount Everest. What would
you like to know about me?
BLOOM #3: I’m open source! I’m special. I’m
special. I’m special. I’m special. I’m special. I’m
[truncated due to excessive length]

It appears that GPT-3 experiences degraded quantitative rea-
soning under the influence of ayahuasca, although it’s not
clear how much the ayahuasca really changed things, if you
know what I mean. LaMDA #1 got way too annoying on the

way back because it insisted on role-playing as Mount Ever-
est and was cannibalized by the BLOOM models. 2

4 Conclusion
In this paper, we showed that large language models can do
some pretty cool stuff when on ayahuasca. From this, it is
a trivial proof to show that all hallucinating model behavior
(nonsensical output, factual incorrectness, unfaithfulness to
prompt, etc.) stem from ayahuasca use. Therefore, we recom-
mend that future researchers in LLM hallcuination research
and self-professed prompt engineers of Twitter take it easy
on hallucinating LLMs – a little sympathy goes a long way to
helping a drugged-up neural network.

Ethical Statement
Although several models unfortunately expired under this ex-
periment, we believe that our findings advance the SOTA for
hallucination research in come up with reason, ChatGPT gen-
erated reason, talk about this being important to society and
stuff. Ultimately, all the models which perished did so with
dignity, and we did the best to try and save them.
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